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Research Interests
My research interest lies in the intersection of computer systems andmachine learning, with a focus on systems
formachine learning. DuringmyPh.D., I primarilyworkedon software systems for acceleratingmachine learning
inference in the datacenter.

Education
Seoul National University Seoul, Korea
PH.D. IN COMPUTER SCIENCE AND ENGINEERING Mar. 2017 - Feb. 2023

• ADVISOR: PROF. BYUNG-GON CHUN

Seoul National University Seoul, Korea
B.S. IN COMPUTER SCIENCE & ENGINEERING AND B.A. IN ECONOMICS Mar. 2012 - Feb. 2017

• Computer Science & Engineering GPA: 4.19/4.3

Korea Science Academy (KSA) of KAIST Busan, Korea
Mar. 2009 - Feb. 2012

Professional Experience
CTO of FriendliAI Seoul, Korea

Mar. 2023 - present

Research Intern at Microsoft AI and Research Redmond, WA
MENTOR: MATTEO INTERLANDI, SAEED AMIZADEH Jun. 2018 - Sep. 2018

Research Intern at Microsoft Research Asia Beijing, China
MENTOR: MING WU Jun. 2017 - Sep. 2017

Publications

Google Scholar: https://scholar.google.com/citations?user=RwhPHaEAAAAJ

CONFERENCE PUBLICATIONS
1. Gyeong-InYu, SaeedAmizadeh, SehoonKim, ArtidoroPagnoni, CeZhang, Byung-GonChun,MarkusWeimer,

Matteo Interlandi. WindTunnel: Towards Differentiable ML Pipelines Beyond a Single Model. 48th Interna-
tional Conference on Very Large Data Bases (VLDB 2022). [paper]

2. Gyeong-In Yu, JooSeong Jeong, Geon-WooKim, SoojeongKim, Byung-GonChun. Orca: ADistributedServ-
ing System for Transformer-BasedGenerativeModels. 16th USENIX SymposiumonOperating SystemsDesign
and Implementation (OSDI 2022), July 2022. [paper]

3. TaebumKim, Eunji Jeong, Geon-Woo Kim, YunmoKoo, Sehoon Kim, Gyeong-In Yu, Byung-Gon Chun. Terra:
Imperative-Symbolic Co-Execution of Imperative Deep Learning Programs. 35th Conference on Neural In-
formation Processing Systems (NeurIPS 2021), December 2021. [paper]
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https://gyeongin.github.io
https://github.com/gyeongin
https://www.linkedin.com/in/gyeonginyu
https://friendli.ai
https://scholar.google.com/citations?user=RwhPHaEAAAAJ
https://dl.acm.org/doi/10.14778/3485450.3485452
https://www.usenix.org/conference/osdi22/presentation/yu
https://proceedings.neurips.cc/paper/2021/hash/0b32f1a9efe5edf3dd2f38b0c0052bfe-Abstract.html


4. Woosuk Kwon*, Gyeong-In Yu*, Eunji Jeong, Byung-Gon Chun (*equal contribution). Nimble: Lightweight
and Efficient GPU Task Scheduling for Deep Learning. 34th Conference on Neural Information Processing
Systems (NeurIPS 2020) (Spotlight), December 2020. [paper]

5. SupunNakandala, KarlaSaur,Gyeong-InYu, KonstantinosKaranasos, CarloCurino,MarkusWeimer,Matteo
Interlandi. A Tensor Compiler Approach for One-size-fits-all ML Prediction Serving. 14th USENIX Symposium
on Operating Systems Design and Implementation (OSDI 2020), November 2020. [paper]

6. Woo-Yeon Lee, Yunseong Lee, Joo Seong Jeong,Gyeong-In Yu, Joo Yeon Kim, Ho Jin Park, Beomyeol Jeon,
Wonwook Song, Gunhee Kim, Markus Weimer, Brian Cho, Byung-Gon Chun. Automating System Configura-
tion of Distributed Machine Learning. 39th IEEE International Conference on Distributed Computing Systems
(ICDCS 2019), July 2019. [paper]

7. Soojeong Kim, Gyeong-In Yu, Hojin Park, Sungwoo Cho, Eunji Jeong, Hyeonmin Ha, Sanha Lee, Joo Seong
Jeong, Byung-Gon Chun. Parallax: Sparsity-aware Data Parallel Training of Deep Neural Networks. 14th
European Conference on Computer Systems (EuroSys 2019), March 2019. [paper]

8. Eunji Jeong, Sungwoo Cho, Gyeong-In Yu, Joo Seong Jeong, Dongjin Shin, Byung-Gon Chun. JANUS: Fast
and Flexible Deep Learning via Symbolic Graph Execution of Imperative Programs. 16th USENIX Symposium
on Networked Systems Design and Implementation (NSDI 2019), February 2019. [paper]

9. Eunji Jeong*, Joo Seong Jeong*, Soojeong Kim,Gyeong-In Yu, Byung-Gon Chun (*equal contribution). Im-
proving the Expressiveness of Deep Learning Frameworks with Recursion. 13th European Conference on
Computer Systems (EuroSys 2018), April 2018. [paper]

OTHER PUBLICATIONS
1. Supun Nakandala, Gyeong-In Yu, Markus Weimer, Matteo Interlandi. Compiling Classical ML Pipelines into

Tensor Computations for One-size-fits-all Prediction Serving. Systems for ML Workshop at 33rd Conference
on Neural Information Processing Systems (NeurIPS), December 2019. [paper]

2. Ahnjae Shin, Dong-Jin Shin, Sungwoo Cho, Do Yoon Kim, Eunji Jeong, Gyeong-In Yu, Byung-Gon Chun.
Stage-basedHyper-parameter Optimization for Deep Learning. Systems for MLWorkshop at 33rd Conference
on Neural Information Processing Systems (NeurIPS), December 2019. [paper]

3. Eunji Jeong, SungwooCho,Gyeong-InYu, JooSeong Jeong, Dong-Jin Shin, TaebumKim, Byung-GonChun.
Speculative Symbolic Graph Execution of Imperative Deep Learning Programs. ACM SIGOPS Operating Sys-
tems Review (OSR), July 2019. [paper]

4. Eunji Jeong, Sungwoo Cho, Gyeong-In Yu, Joo Seong Jeong, Dongjin Shin, Byung-Gon Chun. Demon-
stration of JANUS: Fast and Flexible Deep Learning via Symbolic Graph Execution of Imperative Programs.
Demonstration at Second Conference on Machine Learning and Systems (MLSys), April 2019. [paper]

5. Gyeong-In Yu, Saeed Amizadeh, Byung-Gon Chun, MarkusWeimer, Matteo Interlandi. Making Classical Ma-
chine Learning Pipelines Differentiable: A Neural Translation Approach. Systems for ML Workshop at 32nd
Conference on Neural Information Processing Systems (NeurIPS), December 2018. [paper]

6. SoojeongKim, Eunji Jeong, JooSeongJeong,Gyeong-InYu, HojinPark, Byung-GonChun. Auto-Parallelizing
Deep Learning forMulti-machine,Multi-GPUEnvironments. WorkshoponAI Systemsat 26th ACMSymposium
on Operating Systems Principles (SOSP), October 2017.

7. Byung-Gon Chun, Brian Cho, Beomyeol Jeon, Joo Seong Jeong, Gunhee Kim, Joo Yeon Kim, Woo-Yeon Lee,
Yun Seong Lee, Markus Weimer, Gyeong-In Yu. Dolphin: Runtime Optimization for Distributed Machine
Learning. ML Systems Workshop at 33rd international conference onmachine learning (ICML), June 2016.

PATENTS
1. Gyeongin Yu, Geon-Woo Kim, Joo Seong Jeong, Soojeong Kim, Byung-Gon Chun. Selective batching for

inference system for transformer-based generation tasks. US Patent 11,514,370, 2022.
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https://proceedings.neurips.cc/paper/2020/hash/5f0ad4db43d8723d18169b2e4817a160-Abstract.html
https://www.usenix.org/conference/osdi20/presentation/nakandala
https://conferences.computer.org/icdcs/2019/pdfs/ICDCS2019-49XpIlu3rRtYi2T0qVYnNX/1yYnh1qhs5eJA4Iw4FM6Go/mAFPBWg4OOIB3xAPzJvzu.pdf
https://dl.acm.org/doi/10.1145/3302424.3303957
https://www.usenix.org/conference/nsdi19/presentation/jeong
https://dl.acm.org/doi/10.1145/3190508.3190530
http://learningsys.org/neurips19/assets/papers/27_CameraReadySubmission_Hummingbird%20(5).pdf
http://learningsys.org/neurips19/assets/papers/38_CameraReadySubmission_hippo.pdf
https://dl.acm.org/doi/abs/10.1145/3352020.3352025
https://mlsys.org/Conferences/2019/doc/2019/demo_17.pdf
http://learningsys.org/nips18/assets/papers/45CameraReadySubmissionfinetune.pdf


2. Gyeongin Yu, Geon-Woo Kim, Joo Seong Jeong, Soojeong Kim, Byung-Gon Chun. Dynamic batching for
inference system for transformer-based generation tasks. US Patent 11,442,775, 2022.

Honors, Awards, Grants
2023 Best Ph.D. Dissertation Award

SNU CSE
2021 Youlchon AI Star

Nongshim Youlchon Foundation and SNU AI Institute
Undergrad National Scholarship for Science and Engineering

Korea Student Aid Foundation

Teaching Experience
Fall 2019 Theory and Lab of IoT, AI, and Big Data Teaching Assistant

Seoul National University
Fall 2018 Big Data Analytics and Deep Learning Systems Teaching Assistant

Seoul National University
Spring 2017 Operating Systems Teaching Assistant

Seoul National University
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